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ABSTRACT: In the age of social media, the proliferation of video sharing platforms has attracted a vast 

user base, with YouTube emerging as one of the most prominent among them, boasting millions of 

views. The comments section of YouTube videos serves as a treasure trove of information, offering 

insights that are instrumental in refining content ratings. This paper delves into the realm of 

sentiment analysis, employing a range of methods and techniques drawn from natural language 

processing and machine learning. While previous endeavors have explored binary (positive or 

negative), ternary (including neutral), or even more complex sentiment classifications (such as happy, 

sad, fearful, surprised, or wrathful), the quest for the most accurate model remains an ongoing 

challenge. Consequently, this study investigates the application of sentiment analysis to YouTube 

video comments, with a focus on polarity identification. The research elucidates and categorizes these 

approaches, offering valuable insights for data mining and sentiment analysis researchers. 

Keywords: Opinion Mining, Video Sharing Platform, YouTube, YouTube Analysis, Sentiment Analysis, 

Support Vector Machine,  

INTRODUCTION 

The data is collected from the YouTube comments and measures the attitude of the viewer towards the 

video. Opinion mining or sentiment analysis is useful for analysing the user’s opinion based on the large 

number of text data or comments. Sentimental analysis is the process of searching or tracing the natural 

language to find patterns or moods of user against a specific topic that is positive, negative, neutral 

opinions or views. According to the usage statistics, it indicates that 1 billion unique users view 6 billion 

hours of video each month. 
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All the data is in the form of text, so textual data needs to be processed. The process starts by first 

finding out all the words and phrases and thus, a polarity can be assigned. Each comment is assigned 

one polarity, where polarity means how positive or negative a word or a sentence is and range between 

-1 to +1. -1 is very negative, +1 is very positive. In this research paper, polarity of the comments is the 

main concern by Support Vector Machine algorithm. 

METHODOLOGY 

Fig 1. Steps to perform 

Support Vector Machine (SVM) is very popular method in research to analyze sentiment. SVM is used in 

the process of data retrieval and analysis. The process of sentiment analysis is depicted in the below 

figure. 

 

Fig 2. Sentiment Analysis Process 

Download YouTube Video comments using 
YouTube Data API v3 

Convert the .json file to .CSV file 

Do a sentiment analysis using python file 
and the results shows positive, negative 

and neutral response & know the 
accuracy of model. 
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The data was gained by using snipping data and that was taken randomly. Those data were taken and 

classified into three classes of positive, neutral and negative opinion. The data was extracted and 

analyzed using SVM method. The data used in this research is the text data of comments and retrieved 

from YouTube. 

 

Fig 3. Final Stage of SVM Sentiment Analysis Process 

There are several stages involved before analyzing the sentiments, such as  

1) Comment Data 

Comments from the YouTube were obtained using YouTube Data API v3. The dataset contains many text 

comments related to the video. 

2) Data Pre-Processing 

At the data pre-processing stage, there are steps of cleansing and filtering. The cleansing is done to 

remove links and emojis. The retrieval of important words is done using stop-word removing technique. 

3) Tokenizing 

The process of removing and deleting some extra words based on the word types intended for 

punctuation, space, and omitted that are not bound to letters. 

4) Determine Sentiment with Lexicon Based 

The purpose of lexicon-based method is to determine the sentiments from a sentence. The process of 

determining is done by summing till n, the polarity score of the opinion word, p that commented on the 

feature f. The polarity score of an opinion word p will be 1 if the opinion is positive, and -1 if the opinion 

is negative. Whether the sentence is positive, neutral or negative is determined by the weight of the 

value in the sentence is done by summing the value of the opinion word that appears. If the value of the 

opinion word in the sentence is 1, then the value of the sentence is positive, if the value of the opinion 

word in the sentence is 0, then the value of the sentence is neutral, if the value of the opinion word in 

the sentence is -1, then the value of the sentence is negative. 

Sentiment Value 
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Positive 1 

Neutral 0 

Negative -1 

Table 1. Lexicon Method 

Based on four basic SVM criteria that is Precision and Recall and performance of the experiments that 

have been tested to predict the correct and false data. The evaluation of SVM method was done using 

Confusion Matrix. In confusion matrix, True Positive (TP) is a class which is positive and successfully 

classified as positive class, True Negative (TN) is a class which is negative and successfully classified as 

negative, False Positive (FP) is a negative class classified as positive and neutral classes, False Negative 

(FN) is a positive class and classified as positive and neutral class. 

 

 Table 2. 

Confusion Matrix 

APPENDICES (CODE) 

# importing libraries 

import numpy as np 

import matplotlib.pyplot as plt  

import pandas as pd 

 

# cleaning the dataset i.e., removing stop words and using stemming technique 

import re import nltk 

nltk.download('stopwords') 

from nltk.corpus import stopwords 

 

 

 

Predicted 

Value 

 Actual Value 

True  False  

True TP 

(True Positive) 

Correct Result 

FP 

(False Positive) 

Unexpected Result 

False FN 

(False Negative) 

Missing Result 

TN 

(True Negative) 

Correct Absence of 

Result 



Impact Factor: 19.6                                                   

8967:09CX 

 

from nltk.stem.porter import PorterStemmer  

corpus = [] 

for i in range(0, 1000): 

review = re.sub('[^a-zA-Z]', ' ', dataset['Review'][i]) 

review = review.lower() review = review.split() ps = PorterStemmer() 

all_stopwords = stopwords.words('english') all_stopwords.remove('not') 

review = [ps.stem(word) for word in review if not word in set(all_stopwords)] 

review = ' '.join(review) 

corpus.append(review) 

 

# Creating the bag of words 

from sklearn.feature_extraction.text import CountVectorizer 

cv = CountVectorizer(max_features = 1500)  

X = cv.fit_transform(corpus).toarray() 

y = dataset.iloc[:, -1].values 

 

# Splitting the dataset into the Training set and Test set 

from sklearn.model_selection import train_test_split 

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size = 0.20, random_state = 0) 

# Training the SVM Model 

from sklearn.svm import SVC 

classifier=SVC(kernel='linear', random_state = 0) 

classifier.fit(X_train, y_train) 

 

# Creating the Confusion Matrix of the classification model 

from sklearn.metrics import confusion_matrix, accuracy_score 

cm = confusion_matrix(y_test, y_pred)  

print(cm) 
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accuracy_score(y_test, y_pred) 

 

# for the visualization of positive sentiments on wordcloud we will store all the comments having 

polarity 1 in positive_comments 

positive_comments=comments[comments['polarity']==1] 

RESULTS 

The dataset was collected from YouTube Data API v3. The data is taken randomly from the YouTube. The 

data is divides equally of each class because the problem with the unbalanced data is that the 

constructed classification has a tendency to ignore the minority class. The data is classified into three 

classes that is positive, neutral and negative. 

The accuracy of SVM method is done by calculating the accuracy, precision and recall performance with 

confusion matrix method. The evaluation of confusion matrix is done using the following indicators- 

True Positive (TP), True Negative (TN), False Positive (FP), False Negative (FN).  

 

 

 

 

 

 

Table 3. Confusion Matrix Result 

 

Sentiment Classified Result 

Accurac

y (%) 

Precisio

n (%) 
Recall (%) TP (%) TN (%) 

83.2% 
    85.9% 

91.6% 91.6% 53.4% 

Table 4. The result of YouTube Video Sentiment 

CONCLUSION 

For understanding or analysing a YouTube video, Support Vector Machine (SVM) is used. The four steps 

that are involved in this process are Data Comments, Pre-Processing, Tokenizing and Determining the 

Sentiment using Lexicon. According to Support Vector Machine (SVM) method, the result of the 

 

 

Predicted 

Value 

 Actual Value 

Positive Negative 

Positive 716 117 

Negative 65     102 
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classification of the True Positive Rate is 91.6% based on the comments. For further development in this 

research paper, the number of data should be high to achieve more accurate results and conclusions.  
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